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Abstract— This research paper presents an innovative 
approach for addressing the classification of data originating 
from multiple domains when there is a scarcity of labeled data. 
While current technologies have achieved impressive accuracy in 
single-domain classification, the challenge of multi-domain 
classification persists due to contextual variations. To tackle this 
issue, we introduce a multi-task based unsupervised data 
augmentation (UDA) approach that enables learning of domain-
specific data contexts. UDA[1] is widely recognized as one of the 
most effective semi-supervised frameworks, as it requires only a 
small amount of labeled data for learning purposes. In our study, 
we leverage a BERT language model and train it using our 
proposed approach to acquire domain-aware embeddings for 
data assessment. By doing so, we enhance the ability to classify 
data from various domains accurately. 

Keywords — Semi-supervised Learning, Multi - domain 
Classification. 

I. INTRODUCTION 

 Text classification is a fundamental task in natural 
language processing (NLP) and plays a vital role in numerous 
applications, such as sentiment analysis, document 
categorization, and spam filtering. Traditional supervised 
approaches, such as Support Vector Machines (SVM) and Naïve 
Bayes, have demonstrated remarkable success when abundant 
labelled data is available within a single domain. However, 
when confronted with multiple domains or limited labelled data, 
these approaches often suffer from poor generalization and 
performance degradation. 

Multi-domain text classification presents a unique set of 
challenges due to the inherent variations and complexities 
associated with different domains. Each domain may have its 
own distinct vocabulary, grammar, and contextual nuances, 
making it difficult for traditional supervised approaches to 
generalize across domains. Same text can result in a positive 
sentiment for some domains, while leading to a negative 
sentiment for some others. Examples to the same are as shown 
in Table 1.  

One solution to this problem is to maintain different models 
for different domains as shown in Fig. 1.  However, as the 
number of domains increases, this approach becomes less 
feasible due to the requirement of training separate models for 
each domain for classification. Any change in the model 
architecture would have to be updated in the models 
corresponding to each domain thus making the process 
cumbersome and inefficient. 

 TABLE I 

Text 
Common 

Text 
Domain 

User 

Experien-

ce 

This trimmer is easy to use 
 

Easy 

Product 

Review 
Positive 

The ending of movie is easy to 

guess 
 

Movie 

Review 
Negative 

The delivery package was too 
fast 

 
Too Fast 

Service 
Review 

Positive 

The roller coaster was too fast  
Product 

Review 
Negative 

                          Similar texts resulting in different sentiments 

To address the above challenges, we propose a multi-task 
based semi-supervised framework in this paper. Semi-
supervised learning is a paradigm that exploits both labeled and 
unlabeled data to improve the performance of machine learning 
algorithms. In the context of text classification, it enables us to 
leverage the vast amount of unlabeled data that is often readily 
available across multiple domains. By combining unsupervised 
learning techniques, such as consistency training, with 
supervised learning models, semi-supervised approaches can 
effectively capture the underlying structures and patterns in the 
data, leading to improved classification accuracy and 
robustness.  

Our approach learns domain-specific embeddings for each 
domain, which enables us to train a single model that can be used 
across multiple domains as shown in Fig 1. This reduces the 
number of models required, which can save time and resources. 

 

Fig. 1. Transitioning from Individual Classification Models to Multi-
Domain Classification Model 

 



Also, we extend the popular semi-supervised approach 
known as "Unsupervised Data Augmentation" (UDA) [1]. This 
allows the model to make use of a limited amount of supervised 
data and a large amount of unsupervised data from multiple 
domains to learn better representations. 

 In this paper, we explain our approach in detail and present 
the results of our experiments with 16-domain amazon product 
review data, which demonstrates the superiority of our method. 
Finally, we discuss the implications of our findings and suggest 
future directions for research in this area. 

II. RELATED WORK 

A popular approach for multi-domain text classification is 
Multi-Task Learning (MTL) (Caruana, 1997) [2]. Several works 
employ deep learning for multi-task learning such as (Zhang et 
al., 2014;) [3], (Liu et al., 2016b) [4]. LSTMs, CNNs and 
memory networks have also been used in Chen and Cardie (2018)  
[5], Liu et al. (2018) [6] and Li et al. (2017) [7].  

Since the advent of attention mechanisms (Vaswani et al., 
2017) [8], several more works applying attention over words and 
sentences have tackled the problem of multi-domain 
classification such as Yang et al. (2016) [9], Zheng et al. (2018) 
[10], Yuan et al. (2018) [11].  

Contextual information via generated word embeddings of 
language models such as ELMo (Peters et al., 2018) [12] and 
BERT (Devlin et al., 2018) [13] has been useful in approaching 
this problem too. Motivated and inspired with these works, we 
use the output of the BERT architecture to capture the domain 
and sentiment label of a text input. 

III. PROPOSED SOLUTION 

The primary objective of our proposed MT-BERT model is 
to enhance its classification performance by making the model 
domain aware. This is particularly crucial when dealing with 
data that may have different labels across various domains. To 
achieve this, we train the model to predict both the domain and 
the classification labels simultaneously. By incorporating the 
domain prediction task, we empower the model to differentiate 
and treat similar data instances from different domains 
accordingly. 

By training the MT-BERT model with parallel domain 
prediction, we aim to overcome the challenge of context 
variations across domains. This approach allows the model to 
capture the nuanced differences in data patterns specific to each 
domain, thus improving its ability to classify diverse data 
accurately. Ultimately, our goal is to optimize the model's 
classification performance across multiple domains by 
leveraging domain awareness as a crucial aspect of the learning 
process. 

IV. ARCHITECTURE IN DETAIL 

A. Few-Shot Learning 

In multi-domain classification often, there is a paucity of 
labelled data (supervised data) corresponding to each domain. 
The supervised dataset has to be created in a long and tiresome 
manual process where the annotator labels each data point after 
careful consideration and observation. Further, the annotator has 

 

Fig. 2. MT-BERT Training Cycle 

to ensure that the supervised data captures as much of the 
variations in the data as possible so as to make the model to be 
trained robust.  

Thus, it is essential to devise a method which tackles the task 
of multi-domain classification requiring as little annotated data 
as possible. Fig. 2. depicts the ingredients required to train the 
MT-BERT model. To accomplish this we use the popular 
unsupervised data augmentation (UDA) [1] architecture. The 
UDA architecture significantly reduces the manual effort 
required in annotation by effectively utilizing the unlabelled 
data (unsupervised data) for consistency training. Therefore, to 
train the  model, a much smaller amount of supervised data 
along with a large amount of unsupervised data is employed, 
thus ensuring that we utilize the maximum proportion of the 
training data available with least manual effort.  

B. Augmentation 

An important component of the UDA architecture are the 

augmentation techniques used to generate legible, valid and 

good quality augmentations. Augmentations are essential as 

they introduce some noise to the raw, original data so as to 

improve the consistency and generality of the model. Upon 

trying several popular augmentation techniques, a pipeline 

consisting of the Parrot paraphrase generator [14] and back -

translation, stacked back-to-back revealed to give the best 

results. The back-translation of the data was done between the 

English and German languages.  

C. Losses 

The labelled data refers to a limited quantity of data that has 
been manually labelled and used as a basis for model predictions. 
These predicted labels are subsequently compared against the 
manually assigned labels to calculate a supervised loss. This loss 
is a cross-entropy loss given by the equation:-  

                                 Lsup= ∑ [- (y
f
*) log(Mf(xL))]                (1)    

here,  Lsup  denotes supervised cross-entropy loss,  y
f
* 

denotes true label of the input data, xL denotes labeled input data, 
Mf(xL) denotes model predicted classification label.  

The unlabeled data is passed through the augmentation 
pipeline discussed above and augmented data (data with 
introduced noise) is obtained. The model predicts upon both the 
original data and the augmented data with noise. The predictions 
obtained are then used to determine the unsupervised loss. 

                 Lunsup= DKL (Mf(xUL)ǁMf(x̂UL))                  (2) 



 

Fig. 3. Training of MT-BERT using the Unsupervised Data 

Augmentation Architecture  

here 𝐷𝐾𝐿  denotes KL-divergence loss, xUL denotes unlabeled 
input data, x̂UL  denotes augmentation of xUL , Mf(xUL)  and  

Mf(x̂UL)  denotes predicted classification label on unlabeled 

input and its augmented data respectively. Both the losses, the 
supervised loss and the unsupervised loss are then added to 
arrive at a total loss which is then back-propagated to train the 
model as shown Fig. 3. The supervised loss contributing to the 
accuracy training, while the unsupervised loss contributing to 
the consistency training. 

Now, the model thus trained within this framework can have 
its own architecture to predict upon the data input to it. In our 
method, the model trained is the novel MT-BERT architecture 
where we predict domain and classification of a data instance in 
parallel thus enabling it to be domain-aware. 

The model consists of a pre-trained BERT model fine-tuned 
for classification, into which an input data x is fed as shown in 
Fig. 4. The output of the pre-trained BERT model is then fed 
into a dropout layer which helps in regularization and reduction 
of over-fitting. Further, the output from the dropout layer is used 
to output the domain and label prediction of the input data x via 
a linear layer.  

Both the output predictions are then compared with the 
actual labels in case of supervised data to calculate cross-entropy 
loss or the prediction labels from the augmentation counterpart 
in case of unsupervised data to calculate the KL divergent loss 
to result into a classification loss and a domain loss. 

Lsup= ∑ [- (y
f
*) log(Mf(xL))] + ∑[(y

d
*) log(Md(xL))]     (3)  

where  𝐿𝑠𝑢𝑝 denotes combined supervised cross-entropy loss,  

y
f
* denotes true label for classification,  y

d
* denotes true label for 

domain,  xL  denotes supervised input data, Mf(xL)  denotes 

model predicted classification label,  Md(xL)  denotes model 
predicted domain label. 

Lunsup= DKL (Mf(xUL)ǁMf(x̂UL)) +DKL(Md(xUL)ǁMd(x̂UL))   (4) 

where DKL  denotes KL-divergence loss, xUL denotes 
unlabeled input data, x̂UL  denotes augmentation of xUL ,  
Mf(xUL)  and  Mf(x̂UL)  denotes predicted classification on 

unsupervised input and its augmented data respectively,  

 

                            Fig 4 – MT-BERT Training Procedure 

 Md(xUL)  and Md(x̂UL)  denotes predicted domain on 
unlabeled input and its augmented data respectively. 

These two losses obtained are then further added to arrive at 
the total supervised loss or the total unsupervised loss as the case 
maybe. 

                                  Ltotal= Lsup+Lunsup                             (5) 

We have used a linear scheduler with the Adam optimizer 
for training our proposed model. To prevent over-fitting on the 
annotated text we use a method of confidence-based masking. 
We mask the text instances on which the model is confident 
above a certain pre-defined threshold to increase generality and 
reduce over-fitting. 

V. DATASETS 

We employ the dataset curated in Adversarial MT learning 

for text classification (Liu et al. 2017)[15] for our problem. The 

dataset contains reviews of products from 16 different 

domains. The details of the dataset are available in Table 2.We 

use different proportions of training data available while the 

validation and test sets length remains same (200 and 400 per 

domain respectively). In addition, we use 25000 unlabeled 

reviews from across all the 16 - domains to train the model for 

consistency loss. 

     TABLE II 

Domain Train Validation Test 

DVD 1400 200 400 

Kitchen 1400 200 400 

Health 1400 200 400 

Apparel 1400 200 400 

Music 1400 200 400 

Toys 1400 200 400 

Baby Products 1300 200 400 

Video 1400 200 400 

Software 1315 200 400 

Magazine 1370 200 400 

Sports 1400 200 400 

MR 1400 200 400 

IMDB 1400 200 400 

Camera 1390 200 400 

Books 1400 200 400 

Electronics 1398 200 400 

                               Statistics of the Dataset 



 

Fig. 5. Accuracy w.r.t % of supervised data employed 

VI. TRAINING 

We utilize a vanilla BERT model [Devlin et al., 2018] and 
fine-tune it to our requirements. The batch-size used is 8 and the 
ratio of supervised to unsupervised data utilized is 1:3. Adam 
optimizer was used with the learning rate set at 0.0002. Also, the 
optimizer was wrapped using a linear scheduler with no warmup 
steps. Confidence threshold of 0.7 revealed to give best results. 

VII. RESULTS 

Along with higher accuracy, our objective was to develop 

a model wherein least amount of annotated data is required 

without compromising on the accuracy. For this, we 

experimented on amazon 16-domains dataset [15] with various 

fractions of the supervised data. Fig 5 depicts the accuracies 

obtained w.r.t the amount of data used. Table 3 shows the 

performance of our model on this dataset as compared to state-

of-the-art BiLSTM model [16]. It is clear from the table that 

our model performs better than the BiLSTM model. 

TABLE III 

Models 
Accuracy on 16 - 

Domain Data 

Vanilla BERT 89.1 

BiLSTM [16] 90.1 

MT-BERT  91.2 

            Accuracy of MT-BERT model as compared to other models 

VIII. CONCLUSION AND FUTURE SCOPE 

Through the proposed semi-supervised architecture, we 

were able to build a multi-domain classification model with 

limited amount of annotated data. The results of our 

experiments proved the superiority of our proposed method 

over the existing state-of-the-art technologies. A promising 

avenue for future research using this architecture is in aspect-

based classification analysis, where the objective would be to 

identify the classification towards specific contexts of a 

domain. By leveraging unsupervised data in these areas, it may 

be possible to improve the accuracy of classification analysis 

models further. 
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